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Systems	
  and	
  states
Quantum	
  theory	
  describes	
  the	
  behavior	
  of	
  ma\er	
  at	
  atomic	
  and	
  
subatomic	
  scales
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Compu/ng	
  probabili/es
A	
  state	
  vector	
  (and	
  by	
  extension	
  an	
  ensemble	
  of	
  state	
  vectors)	
  
defines	
  a	
  probability	
  distribu/on	
  over	
  events	
  (subspaces	
  S)
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Pr(ϕ|V � S) = K
�

ϕ�/ϕ�=ϕ�S

Q(S|ϕ�)Pr(ϕ�|V)

Upda/ng	
  distribu/ons
The	
  posterior	
  probability	
  distribu/on	
  is	
  obtained	
  by	
  projec/on
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Mul/-­‐part	
  systems

…
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Tensor	
  products	
  of	
  Hilbert	
  space	
  (generalisa/on	
  of	
  a	
  product	
  of	
  
probability	
  spaces)	
  define	
  a	
  space	
  for	
  mul/-­‐part	
  systems

…
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Hypotheses

• There	
  exists	
  a	
  space	
  of	
  atomic	
  topics,	
  e.g.	
  
“density	
  in	
  a	
  topical	
  Hilbert	
  space”,	
  where	
  each	
  
aspect	
  correspond	
  to	
  a	
  unit	
  vector

• Topicality	
  can	
  be	
  measured	
  through	
  Quantum	
  
Probabilities
– Is	
  this	
  fragment	
  of	
  text	
  about	
  X?
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are filtered one by one in a specified order, and each time the system decides

whether to retrieve the incoming document or not. Only when the document

is retrieved by the system, its associated relevance assessment can be used to

update the profile representation before the system evaluates the relevance of

the next incoming document. This process simulates a user interactive relevance

feedback, since the user can only judge a document if it is retrieved.

2.1 Building the Document Subspace

Our main hypothesis is that a document can be represented as the subspace Sd

spanned by a set of vectors, where each vector corresponds to an IN covered by

the document. In practice, we assume that we can decompose a document into

text excerpts that are associated with one or more INs. For a document d, we

denote Ud the set of such vectors.

There are various possibilities to define the excerpts and how to map an ex-

cerpt to a vector, ranging from extracting sentences, paragraphs to using the

full document as the single excerpt. As a first approximation, we chose to use

sentences as excerpts (simple heuristics were applied to detect sentence bound-

aries1), and to transform them into vectors in the standard term space after stop

word elimination and stemming. The weighting scheme used to construct vectors

was either tf or tf-idf (see Section 3).

To compute the subspace Sd from the set of vectors of Ud (which are then

spanning the subspace), an eigenvalue decomposition is used. The eigenvectors

associated with the set of non-null eigenvalues of the matrix
�

u∈Ud
uu� define

a basis of the subspace spanned by the vectors from Ud. As the vectors from Ud

are extracted from a corpus, we are not interested in all the eigenvectors but

only in those that are associated with high eigenvalues λi, since low eigenvalues

might be associated with noise. We used a simple strategy to select the rank of the

eigenvalue decomposition, where we only select the eigenvectors with eigenvalues

superior to the mean of the eigenvalues.

2.2 Profile Updating and Matching

The representation of the filtering profile is closely related to the above described

document representation. We rely on the quantum probability framework to

compute the probability of a document matching this profile.

The profile is updated whenever a document is retrieved. At each step, we

can construct two sets Ψ+ and Ψ− that correspond to the set of all the INs of the

retrieved documents that are relevant (resp. non relevant). From the set Ψ− we

build a negative subspace N (as described in the previous section) and assume

that vectors lying in this subspace correspond to non-relevant INs. This process

is the underlying motivation of using a subspace for the negative sub-profile. We

denote N⊥ the subspace orthogonal to this negative subspace.

1 We use http://www.andy-roberts.net/software/jTokeniser/index.html
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the document. In practice, we assume that we can decompose a document into

text excerpts that are associated with one or more INs. For a document d, we

denote Ud the set of such vectors.

There are various possibilities to define the excerpts and how to map an ex-

cerpt to a vector, ranging from extracting sentences, paragraphs to using the

full document as the single excerpt. As a first approximation, we chose to use

sentences as excerpts (simple heuristics were applied to detect sentence bound-

aries1), and to transform them into vectors in the standard term space after stop

word elimination and stemming. The weighting scheme used to construct vectors

was either tf or tf-idf (see Section 3).

To compute the subspace Sd from the set of vectors of Ud (which are then

spanning the subspace), an eigenvalue decomposition is used. The eigenvectors

associated with the set of non-null eigenvalues of the matrix
�

u∈Ud
uu� define

a basis of the subspace spanned by the vectors from Ud. As the vectors from Ud

are extracted from a corpus, we are not interested in all the eigenvectors but

only in those that are associated with high eigenvalues λi, since low eigenvalues

might be associated with noise. We used a simple strategy to select the rank of the

eigenvalue decomposition, where we only select the eigenvectors with eigenvalues

superior to the mean of the eigenvalues.

2.2 Profile Updating and Matching

The representation of the filtering profile is closely related to the above described

document representation. We rely on the quantum probability framework to

compute the probability of a document matching this profile.

The profile is updated whenever a document is retrieved. At each step, we

can construct two sets Ψ+ and Ψ− that correspond to the set of all the INs of the

retrieved documents that are relevant (resp. non relevant). From the set Ψ− we

build a negative subspace N (as described in the previous section) and assume

that vectors lying in this subspace correspond to non-relevant INs. This process

is the underlying motivation of using a subspace for the negative sub-profile. We

denote N⊥ the subspace orthogonal to this negative subspace.

1 We use http://www.andy-roberts.net/software/jTokeniser/index.html
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The	
  Quantum	
  IR	
  (QIR)	
  formalism
Informa/on	
  needs	
  ojen	
  composed	
  of	
  several	
  aspects
	
   TREC-­‐8	
  topic	
  408:	
  “What	
  tropical	
  storms	
  (hurricanes	
  and	
  typhoons)	
  have	
  

caused	
  significant	
  property	
  damage	
  and	
  loss	
  of	
  life?”

We	
  suppose	
  there	
  exists	
  an	
  aspect	
  space	
  (Hilbert	
  space)
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  =	
  weighted	
  set	
  of	
  aspects	
  vectors
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The	
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  =	
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Mixture	
  (M)
are filtered one by one in a specified order, and each time the system decides

whether to retrieve the incoming document or not. Only when the document

is retrieved by the system, its associated relevance assessment can be used to

update the profile representation before the system evaluates the relevance of

the next incoming document. This process simulates a user interactive relevance

feedback, since the user can only judge a document if it is retrieved.

2.1 Building the Document Subspace

Our main hypothesis is that a document can be represented as the subspace Sd

spanned by a set of vectors, where each vector corresponds to an IN covered by

the document. In practice, we assume that we can decompose a document into

text excerpts that are associated with one or more INs. For a document d, we

denote Ud the set of such vectors.

There are various possibilities to define the excerpts and how to map an ex-

cerpt to a vector, ranging from extracting sentences, paragraphs to using the

full document as the single excerpt. As a first approximation, we chose to use

sentences as excerpts (simple heuristics were applied to detect sentence bound-

aries1), and to transform them into vectors in the standard term space after stop

word elimination and stemming. The weighting scheme used to construct vectors

was either tf or tf-idf (see Section 3).

To compute the subspace Sd from the set of vectors of Ud (which are then

spanning the subspace), an eigenvalue decomposition is used. The eigenvectors

associated with the set of non-null eigenvalues of the matrix
�

u∈Ud
uu� define

a basis of the subspace spanned by the vectors from Ud. As the vectors from Ud

are extracted from a corpus, we are not interested in all the eigenvectors but

only in those that are associated with high eigenvalues λi, since low eigenvalues

might be associated with noise. We used a simple strategy to select the rank of the

eigenvalue decomposition, where we only select the eigenvectors with eigenvalues

superior to the mean of the eigenvalues.

2.2 Profile Updating and Matching

The representation of the filtering profile is closely related to the above described

document representation. We rely on the quantum probability framework to

compute the probability of a document matching this profile.

The profile is updated whenever a document is retrieved. At each step, we

can construct two sets Ψ+ and Ψ− that correspond to the set of all the INs of the

retrieved documents that are relevant (resp. non relevant). From the set Ψ− we

build a negative subspace N (as described in the previous section) and assume

that vectors lying in this subspace correspond to non-relevant INs. This process

is the underlying motivation of using a subspace for the negative sub-profile. We

denote N⊥ the subspace orthogonal to this negative subspace.

1 We use http://www.andy-roberts.net/software/jTokeniser/index.html

are filtered one by one in a specified order, and each time the system decides

whether to retrieve the incoming document or not. Only when the document

is retrieved by the system, its associated relevance assessment can be used to

update the profile representation before the system evaluates the relevance of

the next incoming document. This process simulates a user interactive relevance

feedback, since the user can only judge a document if it is retrieved.

2.1 Building the Document Subspace

Our main hypothesis is that a document can be represented as the subspace Sd

spanned by a set of vectors, where each vector corresponds to an IN covered by

the document. In practice, we assume that we can decompose a document into

text excerpts that are associated with one or more INs. For a document d, we

denote Ud the set of such vectors.

There are various possibilities to define the excerpts and how to map an ex-

cerpt to a vector, ranging from extracting sentences, paragraphs to using the

full document as the single excerpt. As a first approximation, we chose to use

sentences as excerpts (simple heuristics were applied to detect sentence bound-

aries1), and to transform them into vectors in the standard term space after stop

word elimination and stemming. The weighting scheme used to construct vectors

was either tf or tf-idf (see Section 3).

To compute the subspace Sd from the set of vectors of Ud (which are then

spanning the subspace), an eigenvalue decomposition is used. The eigenvectors

associated with the set of non-null eigenvalues of the matrix
�

u∈Ud
uu� define

a basis of the subspace spanned by the vectors from Ud. As the vectors from Ud

are extracted from a corpus, we are not interested in all the eigenvectors but

only in those that are associated with high eigenvalues λi, since low eigenvalues

might be associated with noise. We used a simple strategy to select the rank of the

eigenvalue decomposition, where we only select the eigenvectors with eigenvalues

superior to the mean of the eigenvalues.

2.2 Profile Updating and Matching

The representation of the filtering profile is closely related to the above described

document representation. We rely on the quantum probability framework to

compute the probability of a document matching this profile.

The profile is updated whenever a document is retrieved. At each step, we

can construct two sets Ψ+ and Ψ− that correspond to the set of all the INs of the

retrieved documents that are relevant (resp. non relevant). From the set Ψ− we

build a negative subspace N (as described in the previous section) and assume

that vectors lying in this subspace correspond to non-relevant INs. This process

is the underlying motivation of using a subspace for the negative sub-profile. We

denote N⊥ the subspace orthogonal to this negative subspace.

1 We use http://www.andy-roberts.net/software/jTokeniser/index.html
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are filtered one by one in a specified order, and each time the system decides

whether to retrieve the incoming document or not. Only when the document

is retrieved by the system, its associated relevance assessment can be used to

update the profile representation before the system evaluates the relevance of

the next incoming document. This process simulates a user interactive relevance

feedback, since the user can only judge a document if it is retrieved.

2.1 Building the Document Subspace

Our main hypothesis is that a document can be represented as the subspace Sd

spanned by a set of vectors, where each vector corresponds to an IN covered by

the document. In practice, we assume that we can decompose a document into

text excerpts that are associated with one or more INs. For a document d, we

denote Ud the set of such vectors.

There are various possibilities to define the excerpts and how to map an ex-

cerpt to a vector, ranging from extracting sentences, paragraphs to using the

full document as the single excerpt. As a first approximation, we chose to use

sentences as excerpts (simple heuristics were applied to detect sentence bound-

aries1), and to transform them into vectors in the standard term space after stop

word elimination and stemming. The weighting scheme used to construct vectors

was either tf or tf-idf (see Section 3).

To compute the subspace Sd from the set of vectors of Ud (which are then

spanning the subspace), an eigenvalue decomposition is used. The eigenvectors

associated with the set of non-null eigenvalues of the matrix
�

u∈Ud
uu� define

a basis of the subspace spanned by the vectors from Ud. As the vectors from Ud

are extracted from a corpus, we are not interested in all the eigenvectors but

only in those that are associated with high eigenvalues λi, since low eigenvalues

might be associated with noise. We used a simple strategy to select the rank of the

eigenvalue decomposition, where we only select the eigenvectors with eigenvalues

superior to the mean of the eigenvalues.

2.2 Profile Updating and Matching

The representation of the filtering profile is closely related to the above described

document representation. We rely on the quantum probability framework to

compute the probability of a document matching this profile.

The profile is updated whenever a document is retrieved. At each step, we

can construct two sets Ψ+ and Ψ− that correspond to the set of all the INs of the

retrieved documents that are relevant (resp. non relevant). From the set Ψ− we

build a negative subspace N (as described in the previous section) and assume

that vectors lying in this subspace correspond to non-relevant INs. This process

is the underlying motivation of using a subspace for the negative sub-profile. We

denote N⊥ the subspace orthogonal to this negative subspace.

1 We use http://www.andy-roberts.net/software/jTokeniser/index.html
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are filtered one by one in a specified order, and each time the system decides

whether to retrieve the incoming document or not. Only when the document

is retrieved by the system, its associated relevance assessment can be used to

update the profile representation before the system evaluates the relevance of

the next incoming document. This process simulates a user interactive relevance

feedback, since the user can only judge a document if it is retrieved.

2.1 Building the Document Subspace

Our main hypothesis is that a document can be represented as the subspace Sd

spanned by a set of vectors, where each vector corresponds to an IN covered by

the document. In practice, we assume that we can decompose a document into

text excerpts that are associated with one or more INs. For a document d, we

denote Ud the set of such vectors.

There are various possibilities to define the excerpts and how to map an ex-

cerpt to a vector, ranging from extracting sentences, paragraphs to using the

full document as the single excerpt. As a first approximation, we chose to use

sentences as excerpts (simple heuristics were applied to detect sentence bound-

aries1), and to transform them into vectors in the standard term space after stop

word elimination and stemming. The weighting scheme used to construct vectors

was either tf or tf-idf (see Section 3).

To compute the subspace Sd from the set of vectors of Ud (which are then

spanning the subspace), an eigenvalue decomposition is used. The eigenvectors

associated with the set of non-null eigenvalues of the matrix
�

u∈Ud
uu� define

a basis of the subspace spanned by the vectors from Ud. As the vectors from Ud

are extracted from a corpus, we are not interested in all the eigenvectors but

only in those that are associated with high eigenvalues λi, since low eigenvalues

might be associated with noise. We used a simple strategy to select the rank of the

eigenvalue decomposition, where we only select the eigenvectors with eigenvalues

superior to the mean of the eigenvalues.

2.2 Profile Updating and Matching

The representation of the filtering profile is closely related to the above described

document representation. We rely on the quantum probability framework to

compute the probability of a document matching this profile.

The profile is updated whenever a document is retrieved. At each step, we

can construct two sets Ψ+ and Ψ− that correspond to the set of all the INs of the

retrieved documents that are relevant (resp. non relevant). From the set Ψ− we

build a negative subspace N (as described in the previous section) and assume

that vectors lying in this subspace correspond to non-relevant INs. This process

is the underlying motivation of using a subspace for the negative sub-profile. We

denote N⊥ the subspace orthogonal to this negative subspace.

1 We use http://www.andy-roberts.net/software/jTokeniser/index.html

…

…

Monday, 28 February 2011



Mixture	
  of	
  superposi/ons	
  (MS)
are filtered one by one in a specified order, and each time the system decides

whether to retrieve the incoming document or not. Only when the document

is retrieved by the system, its associated relevance assessment can be used to

update the profile representation before the system evaluates the relevance of

the next incoming document. This process simulates a user interactive relevance

feedback, since the user can only judge a document if it is retrieved.

2.1 Building the Document Subspace

Our main hypothesis is that a document can be represented as the subspace Sd

spanned by a set of vectors, where each vector corresponds to an IN covered by

the document. In practice, we assume that we can decompose a document into

text excerpts that are associated with one or more INs. For a document d, we

denote Ud the set of such vectors.

There are various possibilities to define the excerpts and how to map an ex-

cerpt to a vector, ranging from extracting sentences, paragraphs to using the

full document as the single excerpt. As a first approximation, we chose to use

sentences as excerpts (simple heuristics were applied to detect sentence bound-

aries1), and to transform them into vectors in the standard term space after stop

word elimination and stemming. The weighting scheme used to construct vectors

was either tf or tf-idf (see Section 3).

To compute the subspace Sd from the set of vectors of Ud (which are then

spanning the subspace), an eigenvalue decomposition is used. The eigenvectors

associated with the set of non-null eigenvalues of the matrix
�

u∈Ud
uu� define

a basis of the subspace spanned by the vectors from Ud. As the vectors from Ud

are extracted from a corpus, we are not interested in all the eigenvectors but

only in those that are associated with high eigenvalues λi, since low eigenvalues

might be associated with noise. We used a simple strategy to select the rank of the

eigenvalue decomposition, where we only select the eigenvectors with eigenvalues

superior to the mean of the eigenvalues.

2.2 Profile Updating and Matching

The representation of the filtering profile is closely related to the above described

document representation. We rely on the quantum probability framework to

compute the probability of a document matching this profile.

The profile is updated whenever a document is retrieved. At each step, we

can construct two sets Ψ+ and Ψ− that correspond to the set of all the INs of the

retrieved documents that are relevant (resp. non relevant). From the set Ψ− we

build a negative subspace N (as described in the previous section) and assume

that vectors lying in this subspace correspond to non-relevant INs. This process

is the underlying motivation of using a subspace for the negative sub-profile. We

denote N⊥ the subspace orthogonal to this negative subspace.

1 We use http://www.andy-roberts.net/software/jTokeniser/index.html

are filtered one by one in a specified order, and each time the system decides

whether to retrieve the incoming document or not. Only when the document

is retrieved by the system, its associated relevance assessment can be used to

update the profile representation before the system evaluates the relevance of

the next incoming document. This process simulates a user interactive relevance

feedback, since the user can only judge a document if it is retrieved.

2.1 Building the Document Subspace

Our main hypothesis is that a document can be represented as the subspace Sd

spanned by a set of vectors, where each vector corresponds to an IN covered by

the document. In practice, we assume that we can decompose a document into

text excerpts that are associated with one or more INs. For a document d, we

denote Ud the set of such vectors.

There are various possibilities to define the excerpts and how to map an ex-

cerpt to a vector, ranging from extracting sentences, paragraphs to using the

full document as the single excerpt. As a first approximation, we chose to use

sentences as excerpts (simple heuristics were applied to detect sentence bound-

aries1), and to transform them into vectors in the standard term space after stop

word elimination and stemming. The weighting scheme used to construct vectors

was either tf or tf-idf (see Section 3).

To compute the subspace Sd from the set of vectors of Ud (which are then

spanning the subspace), an eigenvalue decomposition is used. The eigenvectors

associated with the set of non-null eigenvalues of the matrix
�

u∈Ud
uu� define

a basis of the subspace spanned by the vectors from Ud. As the vectors from Ud

are extracted from a corpus, we are not interested in all the eigenvectors but

only in those that are associated with high eigenvalues λi, since low eigenvalues

might be associated with noise. We used a simple strategy to select the rank of the

eigenvalue decomposition, where we only select the eigenvectors with eigenvalues

superior to the mean of the eigenvalues.

2.2 Profile Updating and Matching

The representation of the filtering profile is closely related to the above described

document representation. We rely on the quantum probability framework to

compute the probability of a document matching this profile.

The profile is updated whenever a document is retrieved. At each step, we

can construct two sets Ψ+ and Ψ− that correspond to the set of all the INs of the

retrieved documents that are relevant (resp. non relevant). From the set Ψ− we

build a negative subspace N (as described in the previous section) and assume

that vectors lying in this subspace correspond to non-relevant INs. This process

is the underlying motivation of using a subspace for the negative sub-profile. We

denote N⊥ the subspace orthogonal to this negative subspace.

1 We use http://www.andy-roberts.net/software/jTokeniser/index.html
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are filtered one by one in a specified order, and each time the system decides

whether to retrieve the incoming document or not. Only when the document

is retrieved by the system, its associated relevance assessment can be used to

update the profile representation before the system evaluates the relevance of

the next incoming document. This process simulates a user interactive relevance

feedback, since the user can only judge a document if it is retrieved.

2.1 Building the Document Subspace

Our main hypothesis is that a document can be represented as the subspace Sd

spanned by a set of vectors, where each vector corresponds to an IN covered by

the document. In practice, we assume that we can decompose a document into

text excerpts that are associated with one or more INs. For a document d, we

denote Ud the set of such vectors.

There are various possibilities to define the excerpts and how to map an ex-

cerpt to a vector, ranging from extracting sentences, paragraphs to using the

full document as the single excerpt. As a first approximation, we chose to use

sentences as excerpts (simple heuristics were applied to detect sentence bound-

aries1), and to transform them into vectors in the standard term space after stop

word elimination and stemming. The weighting scheme used to construct vectors

was either tf or tf-idf (see Section 3).

To compute the subspace Sd from the set of vectors of Ud (which are then

spanning the subspace), an eigenvalue decomposition is used. The eigenvectors

associated with the set of non-null eigenvalues of the matrix
�

u∈Ud
uu� define

a basis of the subspace spanned by the vectors from Ud. As the vectors from Ud

are extracted from a corpus, we are not interested in all the eigenvectors but

only in those that are associated with high eigenvalues λi, since low eigenvalues

might be associated with noise. We used a simple strategy to select the rank of the

eigenvalue decomposition, where we only select the eigenvectors with eigenvalues

superior to the mean of the eigenvalues.

2.2 Profile Updating and Matching

The representation of the filtering profile is closely related to the above described

document representation. We rely on the quantum probability framework to

compute the probability of a document matching this profile.

The profile is updated whenever a document is retrieved. At each step, we

can construct two sets Ψ+ and Ψ− that correspond to the set of all the INs of the

retrieved documents that are relevant (resp. non relevant). From the set Ψ− we

build a negative subspace N (as described in the previous section) and assume

that vectors lying in this subspace correspond to non-relevant INs. This process

is the underlying motivation of using a subspace for the negative sub-profile. We

denote N⊥ the subspace orthogonal to this negative subspace.

1 We use http://www.andy-roberts.net/software/jTokeniser/index.html
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are filtered one by one in a specified order, and each time the system decides

whether to retrieve the incoming document or not. Only when the document

is retrieved by the system, its associated relevance assessment can be used to

update the profile representation before the system evaluates the relevance of

the next incoming document. This process simulates a user interactive relevance

feedback, since the user can only judge a document if it is retrieved.

2.1 Building the Document Subspace

Our main hypothesis is that a document can be represented as the subspace Sd

spanned by a set of vectors, where each vector corresponds to an IN covered by

the document. In practice, we assume that we can decompose a document into

text excerpts that are associated with one or more INs. For a document d, we

denote Ud the set of such vectors.

There are various possibilities to define the excerpts and how to map an ex-

cerpt to a vector, ranging from extracting sentences, paragraphs to using the

full document as the single excerpt. As a first approximation, we chose to use

sentences as excerpts (simple heuristics were applied to detect sentence bound-

aries1), and to transform them into vectors in the standard term space after stop

word elimination and stemming. The weighting scheme used to construct vectors

was either tf or tf-idf (see Section 3).

To compute the subspace Sd from the set of vectors of Ud (which are then

spanning the subspace), an eigenvalue decomposition is used. The eigenvectors

associated with the set of non-null eigenvalues of the matrix
�

u∈Ud
uu� define

a basis of the subspace spanned by the vectors from Ud. As the vectors from Ud

are extracted from a corpus, we are not interested in all the eigenvectors but

only in those that are associated with high eigenvalues λi, since low eigenvalues

might be associated with noise. We used a simple strategy to select the rank of the

eigenvalue decomposition, where we only select the eigenvectors with eigenvalues

superior to the mean of the eigenvalues.

2.2 Profile Updating and Matching

The representation of the filtering profile is closely related to the above described

document representation. We rely on the quantum probability framework to

compute the probability of a document matching this profile.

The profile is updated whenever a document is retrieved. At each step, we

can construct two sets Ψ+ and Ψ− that correspond to the set of all the INs of the

retrieved documents that are relevant (resp. non relevant). From the set Ψ− we

build a negative subspace N (as described in the previous section) and assume

that vectors lying in this subspace correspond to non-relevant INs. This process

is the underlying motivation of using a subspace for the negative sub-profile. We

denote N⊥ the subspace orthogonal to this negative subspace.

1 We use http://www.andy-roberts.net/software/jTokeniser/index.html
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Tensor	
  product	
  (MS)
Tensor	
  product	
  for	
  2	
  sets
We	
  have	
  2	
  independent	
  aspects,	
  one	
  for	
  
each	
  term.	
  Each	
  aspect	
  can	
  be	
  any	
  of	
  the	
  
fragment	
  containing	
  the	
  corresponding	
  
term

⊗

Each	
  /me,	
  both	
  (tensor	
  product)	
  aspects	
  must	
  be	
  
sa/sfied	
  for	
  a	
  document	
  to	
  be	
  relevant

The	
  more	
  tensor	
  products	
  of	
  aspects	
  are	
  sa/sfied	
  in	
  
the	
  document,	
  the	
  more	
  a	
  document	
  is	
  relevant

⊗
…

V1 ⊗ V2

+

20

are filtered one by one in a specified order, and each time the system decides

whether to retrieve the incoming document or not. Only when the document

is retrieved by the system, its associated relevance assessment can be used to

update the profile representation before the system evaluates the relevance of

the next incoming document. This process simulates a user interactive relevance

feedback, since the user can only judge a document if it is retrieved.

2.1 Building the Document Subspace

Our main hypothesis is that a document can be represented as the subspace Sd

spanned by a set of vectors, where each vector corresponds to an IN covered by

the document. In practice, we assume that we can decompose a document into

text excerpts that are associated with one or more INs. For a document d, we

denote Ud the set of such vectors.

There are various possibilities to define the excerpts and how to map an ex-

cerpt to a vector, ranging from extracting sentences, paragraphs to using the

full document as the single excerpt. As a first approximation, we chose to use

sentences as excerpts (simple heuristics were applied to detect sentence bound-

aries1), and to transform them into vectors in the standard term space after stop

word elimination and stemming. The weighting scheme used to construct vectors

was either tf or tf-idf (see Section 3).

To compute the subspace Sd from the set of vectors of Ud (which are then

spanning the subspace), an eigenvalue decomposition is used. The eigenvectors

associated with the set of non-null eigenvalues of the matrix
�

u∈Ud
uu� define

a basis of the subspace spanned by the vectors from Ud. As the vectors from Ud

are extracted from a corpus, we are not interested in all the eigenvectors but

only in those that are associated with high eigenvalues λi, since low eigenvalues

might be associated with noise. We used a simple strategy to select the rank of the

eigenvalue decomposition, where we only select the eigenvectors with eigenvalues

superior to the mean of the eigenvalues.

2.2 Profile Updating and Matching

The representation of the filtering profile is closely related to the above described

document representation. We rely on the quantum probability framework to

compute the probability of a document matching this profile.

The profile is updated whenever a document is retrieved. At each step, we

can construct two sets Ψ+ and Ψ− that correspond to the set of all the INs of the

retrieved documents that are relevant (resp. non relevant). From the set Ψ− we

build a negative subspace N (as described in the previous section) and assume

that vectors lying in this subspace correspond to non-relevant INs. This process

is the underlying motivation of using a subspace for the negative sub-profile. We

denote N⊥ the subspace orthogonal to this negative subspace.

1 We use http://www.andy-roberts.net/software/jTokeniser/index.html
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Experiments

TREC	
  1,	
  2,	
  3,	
  5,	
  6,	
  7,	
  8
Basic	
  ad	
  hoc	
  scenario
Re-­‐ranking	
  of	
  the	
  top	
  1,500	
  documents	
  found	
  by	
  
BM25

Collec/ons

Sliding	
  window	
  of	
  span	
  5	
  for	
  documents
Window	
  of	
  span	
  5	
  for	
  terms
Binary	
  weigh/ng	
  scheme

Extrac/ng	
  	
  topical	
  
aspects

Compute	
  the	
  term	
  representa/on	
  for	
  each	
  term
Compute	
  the	
  query	
  representa/on	
  from	
  term	
  
representa/on
Evalua/on	
  with	
  Mean	
  Average	
  Precision

Process
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Results	
  with	
  TREC
	
   TREC	
  1 TREC	
  2 TREC	
  3 TREC	
  5 TREC	
  6 TREC	
  7 TREC	
  8

BM25	
   0.230	
   0.209	
   0.282	
   0.148	
   0.224	
   0.182	
   0.236	
  

M	
   0.205*	
   0.184*	
   0.226*	
   0.115*	
   0.173*	
   0.142*	
   0.165*	
  

MS	
   0.209*	
   0.167*	
   0.206*	
   0.112*	
   0.157*	
   0.117*	
   0.159*	
  

T 0.232	
   0.195*	
   0.281	
   0.148	
   0.214	
   0.182	
   0.234	
  

For	
  a	
  query
(M)	
  mixture	
  of	
  ensembles	
  
(MS)	
  mixture	
  of	
  superposi9ons	
  of	
  ensembles	
  
(T)	
  Tensor	
  product	
  of	
  ensembles	
  
	
   	
   	
   	
  

*	
  significance	
  at	
  a	
  0.05	
  	
  level	
  (paired	
  t-­‐test)

q = {t1, . . . , tn}

Vt1 , . . . ,Vtn
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SUMMARISATION
The	
  Quantum	
  IA	
  framework
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Mo/va/ons

• LSA-­‐based	
  summarisa/on...

• ...	
  bears	
  similari/es	
  with	
  quantum	
  probabili/es

sentences

te
rm

s =

topics
te
rm

s
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Mo/va/ons

• LSA-­‐based	
  summarisa/on...

• ...	
  bears	
  similari/es	
  with	
  quantum	
  probabili/es

sentences

te
rm

s =

topics
te
rm

s

Most	
  important	
  topics

Importance	
  of	
  the	
  
sentence	
  for	
  a	
  given	
  
topic
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Analysis

• We	
  assume	
  
– one	
  fragment	
  =	
  one	
  sentence
– set	
  of	
  all	
  sentences	
  =	
  density	
  over	
  topics

• Past	
  methods:
– Probability	
  of	
  being	
  of	
  a	
  given	
  topic	
  (Gong	
  et	
  al.,	
  2001)	
  
– Probability	
  of	
  being	
  about	
  one	
  of	
  the	
  topics	
  
(Steinberger	
  et	
  al.,	
  2004)

25

sentences

topics
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Limita/ons	
  of	
  previous	
  approaches

• Limita/ons
– Mul/-­‐document	
  summarisa/on
– A	
  sentence	
  can	
  “belong”	
  to	
  different	
  topics	
  (Gong)
– How	
  to	
  select	
  the	
  dimension	
  (Steinberger)?	
  
– The	
  same	
  topic	
  can	
  be	
  sampled	
  again	
  and	
  again	
  
(Steinberger)
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Proposed	
  method

• The	
  documents	
  define	
  the	
  density	
  over	
  atomic	
  
topics	
  (uniform	
  distribu/on	
  over	
  documents)

• Select	
  the	
  set	
  of	
  sentences	
  that	
  cover	
  the	
  topics

• Advantages:
– Gives	
  a	
  probabilis/c	
  interpreta/on	
  of	
  previous	
  work
– Address	
  the	
  limita/ons	
  of	
  previous	
  methods
– Copes	
  with	
  mul/ple	
  documents
– Can	
  be	
  extended	
  to	
  topic-­‐biased	
  summarisa/on

S∗ = argmax
s1,...,sn

q (Ss1,...,sn |D)
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Results	
  (Rouge-­‐2)

28

2005 2006 2007

Best	
  in	
  DUC

Gong	
  (*)

Murray	
  (*)

Ozsoy	
  (*)

QIA

0.07431 0.09513 0.12285

0.072948 0.089894 0.112884

0.072874 0.089882 0.112107

0.066421 0.082974 0.101842

0.073412	
  (2) 0.090414	
  (2) 0.113445	
  (5)

(*)	
  Using	
  document	
  normalisa9on
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COMPUTING	
  QUANTUM	
  
PROBABILITIES
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Compu/ng	
  probabili/es
• We	
  want	
  to	
  compute

• This	
  can	
  be	
  expressed	
  using	
  a	
  “density	
  operator”

Low	
  rank	
  
approxima9on

Density

Pr (S|V) =
�

ϕ∈V
p(ϕ|V)ϕ�Ŝϕ

=
�

ϕ∈V
p(ϕ|V) tr(Ŝϕϕ�)

= tr(Ŝ
�

ϕ∈V
p(ϕ|V)ϕϕ�)

Pr(S|V) =
�

ϕ∈V
p(ϕ|V)q(S|ϕ) =

�

ϕ∈V
p(ϕ|V)�Ŝϕ�2
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Low	
  rank	
  approxima/on

• We	
  compute	
  a	
  low	
  rank	
  eigenvalue	
  
decomposi/on

– The	
  vectors	
  u	
  span	
  the	
  subspace	
  of	
  the	
  vectors	
  in	
  
the	
  ensemble

– Useful	
  to	
  get	
  rid	
  of	
  noise

�

ϕ∈V
p(ϕ|V) ≈

K�

i=1

σiψiψ
�
i
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• Mo/va/ons
– Easier	
  to	
  manipulate:

• seman/c	
  kernels	
  (e.g.	
  using	
  WordNet)
• composite	
  kernels

– The	
  “real”	
  feature	
  space	
  is	
  too	
  big
• tensor	
  spaces

• A	
  kernel	
  just	
  needs	
  to	
  define	
  an	
  inner	
  product	
  in	
  some	
  Hilbert	
  
space,	
  e.g.

Kernel	
  approach

32

k(ϕ(1)
1 ⊗ ϕ(1)

2 ,ϕ(2)
1 ⊗ ϕ(2)

2 ) = ϕ(1)
1 · ϕ(2)

1 × ϕ(1)
2 · ϕ(2)

2
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• Problem	
  
– We	
  need	
  to	
  approximate

• Solu/on
– Kernel-­‐EVD

– All	
  the	
  “quantum	
  probabili/es”	
  can	
  be	
  computed	
  using	
  only	
  
the	
  kernel

Kernel	
  approach

33

�

ϕ∈V
p(ϕ|V)ϕϕ� ≈

K�

i=1

σi




�

ϕ∈V
αi,ϕϕ








�

ϕ∈V
αi,ϕϕ




�

�

ϕ∈V
p(ϕ|V)ϕϕ�
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ONGOING	
  &	
  FUTURE	
  WORK
CONCLUSION
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Ongoing	
  work

• Theore/c	
  &	
  general	
  themes
– Kernel	
  approach	
  
– Valida/ng	
  the	
  hypothesis	
  of	
  an	
  IN	
  space
– Topical	
  space

• ad-­‐hoc	
  IR
– Query	
  representa/on
– Interac/on,	
  Diversity	
  &	
  novelty

• Other
– Summarisa/on
– Image	
  retrieval	
  (tensor	
  space)

35
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Limita/ons

• No	
  principled	
  framework	
  for	
  the	
  defini/on	
  of	
  
topical	
  aspects	
  and	
  the	
  computa/on	
  of	
  a	
  query	
  
representa/on

• Low-­‐rank	
  approxima/ons	
  might	
  be	
  a	
  problem	
  
for	
  high	
  frequency	
  /	
  very	
  ambiguous	
  terms	
  in	
  
ad-­‐hoc	
  IR

• Computa/onal	
  complexity
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Poten/al	
  &	
  Interes/ng	
  things

• Links	
  probability	
  and	
  geometric	
  approaches	
  in	
  
Informa/on	
  Access
– Cosine	
  similarity	
  in	
  IR

– LSA-­‐based	
  approaches	
  in	
  summarisa/on

• Mul/-­‐dimensionality	
  =	
  diverse	
  topics	
  (or	
  
informa/on	
  needs)
– interac/on,	
  diversity,	
  novelty

• Kernel	
  approaches	
  will	
  strengthen	
  the	
  QIA	
  
framework
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Thanks!	
  More	
  informa/on?

CIKM	
  2010	
  proceedings

B.	
  Piwowarski,	
  I.	
  Frommholz,	
  M.	
  Lalmas,	
  and	
  K.	
  van	
  Rijsbergen.	
  
What	
  quantum	
  theory	
  can	
  bring	
  to	
  IR?

My	
  Website
	
  	
  	
  
	
  	
  	
  h\p://www.bpiwowar.net/quantum-­‐ir/

Source	
  code	
  available	
  at

h\p://sourceforge.net/projects/qir/
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